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What is Machine Learning, Anyway?

Randall Munroe, xkcd #1838



What is Machine Learning, Anyway?

“I saw the best minds of my generation 
solve deep, longstanding problems in AI 
in order to serve better ads”

~Jeff Hammerbacher, Facebook



What is Machine Learning in the astronomy context?

Machine Learning is* statistics, but where 
every parameter is a nuisance parameter

*(in the astronomy context)



Sometimes you want💡, sometimes you want 🤖

Ivezic, Connolly, VanderPlas & Gray 2020, astroml
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JEGP, HST  15656
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Djorgovski & Davis 1987
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Portillo+ 2020
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Supervised Learning: 
Regression (= fitting) 
Classification 

Unsupervised Learning: 
Dimensionality reduction 
Clustering 
Outlier Detection 

Machine Learning has two main branches

“None of the above”

“Blip”

“Extremely Loud”

George+ 2017



A Brief Comment on Modality in 
Astronomy:

The cosmos is weakly modal 
compared with human experience
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Segal+2023



Supervised Learning: 
Regression (= fitting) 
Classification 

Unsupervised Learning: 
Dimensionality reduction 
Clustering 
Outlier Detection 

Machine Learning has two main branches
has been eaten by self-supervised learning!

Ciuca et al. 2023
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Real-Bogus: fake vs. real transients with ML

Brink + 2013

🤖

Real Bogus

💎



Real-Bogus: Based on hand-built 30+ dimensional feature vectors

Brink + 2013



Real-Bogus: Feed these vectors to a Random Forest classifier

Images from  jakevdp



A Brief Interlude on the 
Hegemony of Homoscedasticity



Homoscedasticity in ML and Stats: the astronomer’s bane

Pearson 1900

𝝌2: errors in 1D

🔢💞🤑

Everyone, entirety of 20th c.

Economics errors in 2D

Hogg, Bovy, & Lang 2010



Homoscedasticity in ML and Stats: the astronomer’s bane

Ho 1995

Random Forest

🔢💞🤑

Everyone, forever, apparently

Economics
Figure 1. from Probabilistic Random Forest: A Machine Learning Algorithm for Noisy Data Sets
null 2019 AJ 157 16 doi:10.3847/1538-3881/aaf101
http://dx.doi.org/10.3847/1538-3881/aaf101
© 2018. The American Astronomical Society. All rights reserved.

Probabilistic RF

Reis, Baron, & Shahaf 2017



A Brief Interlude on the 
Hegemony of Homoscedasticity

Astronomers cannot rely on the 
ML community, we must join it!
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# Weights  ∝  # neuron^2 x # layers  😱😱😱

Deep Neural Networks use Many Hidden Layers; hard for many inputs



Convolutional Neural Networks (CNNs) are designed for images



A Brief Interlude on image 
information:

Pixel-driven ML (e.g. neural nets) 
impose many fewer assumptions 

about where the information is 



Astronomers 
know how to 
look at the 

sky in 3 ways
Black-Sky Segmentation

Bespoke AlgorithmsPower Spectra



Astronomers 
know how to 
look at the 

sky in 3 ways

Power Spectra

is this
a bunch of

points?

any image

Black-Sky Segmentation

any image

is this
a Gaussian

Random Field?

Bespoke Algorithms

is this
a filament?

any image
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Schmelzle+2017

CNNs can extract shape information from Weak Lensing maps



Ntampaka +2019

CNNs can extract masses from galaxy clusters by excising cores

input image 
128x128x1 

convolution pool fully connected 

feature extraction 

output 

global pool 

convolution convolution pool pool 



Networks don’t have to be in the abstract

Schlafly + 2018

🤖

💎
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Morphology is a key weapon in the physicist’s arsenal



Galaxy Zoo took morphology to the big data era



Lintott+ 2008



Bamford + 2009

Now we can study morphology like color



Machine Learning let us take the next jump



input (45 × 45) layer 1 (32 maps, 40 × 40) pooling 1 (32 maps, 20 × 20)

layer 2
(64 maps, 16 × 16)

pooling 2
(64 maps, 8 × 8)

layer 3
(128 maps, 6 × 6)

layer 4
(128 maps, 4 × 4)

pooling 4
(128 maps, 2 × 2)

Dieleman+2015

This is the starting gun of deep learning in astro





Wu & Boada +2019

Images contain information about metallicity



Wu 2020

Networks can tell us how they know something physical



Wu 2020

Networks can tell us how they know something physical



Wu & JEGP 2020

Cut to the chase: the entire spectrum from the image



Holwerda, Wu, +, JEGP + 2021

Cut to the chase: the entire spectrum from the image

💎



SAGA is the premier spectroscopic survey of low-z satellites
Geha+ 17, Mao+21, Mao+24378+ new satellites around 101 hosts, using > 75,000 spectra

A practical example: finding low-z galaxies



A CNN robustly selects low-z galaxies

SAGA training sample



A CNN robustly selects low-z galaxies

SAGA training sample xSAGA test sample

Wu, JEGP+ 22



CNN is ~15x better than photo selection tested nightly on DESI

 20.1%
   1.5% 
   0.9%

Percent of DESI LOWZ 

targets at z < 0.03 

😍     😭

Darragh-Ford, Wu, + JEGP + 22

See John’s Talk Tomorrow!



SDSS gri



Legacy Survey grz



HSC Survey grz
(similar to LSST)



Hubble F606W/F814W
(similar to Roman)

We are just getting started…
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hypothesis generation  

in the big data era is 

an unsolved problem

Why Unsupervised (or Self-Supervised) Learning?

💎



Finding the weirdest Galaxies in SDSS spectra

Baron & Poznanski 2017

2e6 de-redshifted 
spectra with 15000 
“features”

Random Forest to find 
similarity: how often in 
the same leaf?

Weirdness score: on 
average how far from every 
other galaxy?



Detailed studies with KCWI show an E+A galaxy with AGN winds

Baron+ 2018



All galaxies are public, but few have been explored

, Reis+ 2018http://galaxyportal.space

http://galaxyportal.space


We also need big data discovery beyond outliers: gaps

Jao+ 2018, Contardo, Hogg, Hunt, JEGP, Chen ,2022



But: Machine Learning is also a stumbling block

Zucker, JEGP, & Loebman 2022; Powered by SciX 

“Black Box”

“Bayesian” “Neural Network”
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How do you find data in an archive?

NASA science image archives allow users to find 
images by metadata:  

What camera, filter, exposure time, PI, position?

Catalogs of the objects contained in those 
images provide a limited search of the data itself:  

Find images containing objects of a given 
brightness, position, basic shape …

We are developing tools to answer a much 
harder question: 

If I have a complex image, how can I find all the 
images in the archive that look like it? 



The Prototype “Search by Image” Method

JEGP+ 2020

velvet:        10%
binder:       8.2%
jean:         6.4% 
stingray:     4.5% 
hammerhead    3.8% 
book jacket:  3.1% 
handkerchief: 2.1% 
prayer rug:   1.5% 
tiger shark:  1.4% 
…

Image Cutouts Existing 
Network Feature Vector Clustered data
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The Prototype “Search by Image” Method

JEGP+ 2020



Search by Image: a problem with many approaches for many sciences

Walker Stevens for the SpaceML team

Self-Supervised Learning is a generic 
approach to unlabeled data:  

Modify images through rotation, stretch, 
cropping, and associate them to each other.

Earth Science is interested in similar problems 
with unlabeled data:  

Finding hurricanes, wildfires, ice movement, etc

SpaceML is a team of industry professionals 
working with Earth Science on DL approaches

We teamed up with SpaceML to test SSL 
approaches and provide verification data sets



How do we optimize this approach? Which way is best?

We need a sample of 

images with known similarities 

to test, improve, and compare our 

algorithms!



The Hubble and Planetary Image Similarity Projects (HISP/PISP)

White & JEGP in prep

HISP and PISP aims to create a large database of similarity information 
between segments of Hubble images (ACS & WFC3) and between segments 
of Mars Reconnaissance Orbiter (CTX) . 

• The images are compared by humans in a citizen science project. 
•We also designed the project for community impact: 
•We employ service-industry professionals from the local area near STScI in 

Baltimore who were impacted by the Covid-19 pandemic. 
• They are paid a fair wage for their work through the Amazon Mechanical 

Turk (AMT) system.
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Elliptical NGC object
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Elliptical NGC object 
HST WFC3/UVIS footprint
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Elliptical NGC object 
HST WFC3/UVIS footprint 
488x488 pixel cutout images
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Elliptical NGC object 
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Elliptical NGC object 
HST WFC3/UVIS footprint 
488x488 pixel cutout images
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Sample includes nebulae, clusters, star formation regions
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Image entropy selects cutouts with good contrast
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The Self-Supervised Learning approach works!

Walker Stevens for the SpaceML team
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