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processing at the CADC 
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CANFAR  Canadian Advanced Network For Astronomy Research

● Developed by the NRC’s Canadian Astronomy Data Centre (CADC)
● Operated on Digital Research Alliance of Canada hardware by the CADC
● Built to support Canadian astronomers at Canadian universities and at NRC
● Provides significant digital resources (compute cores and storage)
● Based on Docker containers
● Offerings:

○ Remote desktop environment
○ Notebook sessions
○ CARTA image viewer
○ User storage
○ Access control to data and software

■ Keep private
■ Share with team
■ Make public

● Uptake has been rapid



CANFAR Science
Portal
Launch different session containers with 
specified resources

● Desktops (for launching and 
displaying non-browser apps)

● Notebook servers
● CARTA Visualization servers



Notebook
Session
The JupyterLab
environment



CARTA
Session

Astronomical image and data 
cube visiualization tool



User Storage Portal

● Two storage systems:
○ Vault (archival storage)
○ Cavern: (large file system)

● Users get 1Tb or 10Tb or (rarely) 
100Tb allocations

● Access via:
○ browser
○ python client
○ container mounts
○ remote (laptop) mounts
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Remote Desktop 
Session

● Browser based
● Looks like an Linux desktop
● Runs in a container
● App launcher:

○ Standard astronomical 
software

○ User contributed software
○ Now includes DRAGONS

● When launched, software runs 
○ in new container
○ new resources
○ potentially, significantly 

more resources
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Group
Management

Groups consulted in:
● Object storage (vault)
● Container storage (arc)
● Archive storage (caom2)
● Image registry
● Service APIs
● Catalogs
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Gemini Software on CANFAR

● DRAGONS 
○ version 3.0.1 currently installed
○ upgrade to 3.0.2 imminent
○ upgrade to 3.1 will be slightly trickier, but doable

● NIFTY
○ version 0.3
○ Was run on the NIFS archive, science ready data available 

at the CADC 
● What should we do next?
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Why you should (or should not) use CANFAR

Should:
● Easy access to significant resources

○ Multiple instances with up to 32 
cores and large memory

○ Storage: 1-10 Tb allocations (or 
more.

● Software already installed
● Co-located with Gemini public archive 

at CADC
● Cloud-based: can access from any 

device with a browser
● Easy to share results

Should not:
● You already have a good computer
● You can easily install software
● You don’t have a lot of data
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Summary

● CANFAR provides
○ compute
○ storage

● CANFAR has Gemini software pre-installed:
○ DRAGONS
○ NIFTY

■ Science ready data products available
● If you would like access to the CANFAR Science Platform send an 

e-mail to support@canfar.net with a brief description of your project

mailto:support@canfar.net

