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 Observations of Element Depletions �
and Extinction Curves due to Dust �

in Distant Galaxies�



Searching for Distant Dust �

What do normal distant galaxies show for the usual 
dust signatures of�
 �
    ★ element depletions? �
�
    ★ extinction/reddening? �
�
    ★ spectral features?�
�
�
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Background++
Quasar+

Observer+

Ou2lows+

Galaxy+

Intergalac:c+Medium+

Circumgalac:c+Medium+

Inflows+

★+

Selection independent of galaxy luminosity, SFR, 
nuclear activity etc.  �
�
Can probe a wide metallicity range �
(< 0.01 solar to super-solar) 



Quasar Absorption Systems (QASs)�

From Webb; Pettini 2003 

Si IV 
 (1393 Å) 

C IV  
(1548 Å) 

Lyman 
limit 

Cartoon of QAS 

Especially important: DLAs N(H I) ≥ 2 x 1020 cm-2 and �
Sub-DLAs: 1019 ≤ N(H I) < 2 x 1020 cm-2 �
�
  



How do we measure element depletions?�
We measure rest-frame optical/UV absorption lines from  both 
volatile and refractory elements.�
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Distant galaxies show depletions of elements. 
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Depletion vs. Metallicity�

Depletion is more severe at 
higher metallicity (e.g., Ledoux 
et al. 2003, Meiring et al. 
2006, 2009; Kulkarni et al. 
2015) �

Table 10
Results of Voigt Profile Fitting for Low Ions in the z = 2.392 Absorber toward Q1418+0718

z beff
a log NC II* log NO I log NSi II

2.39183 ± 0.000004 8.36 ± 0.27 13.65 ± 0.15 17.72 ± 0.12 15.94 ± 0.07
2.39217 ± 0.000006 6.24 ± 0.54 L 14.53 ± 0.19 14.77 ± 0.13

z beff
a log NS II log NTi II log NCr II log NFe II

2.39183 ± 0.000004 8.36 ± 0.27 15.84 ± 0.16 12.65 ± 0.23 13.68 ± 0.07 15.21 ± 0.06
2.39217 ± 0.000006 6.24 ± 0.54 L L 12.87 ± 0.25 14.25 ± 0.07

z beff
a log NNi II log NMn II log NZn II

2.39183 ± 0.000004 8.36 ± 0.27 13.77 ± 0.06 12.85 ± 0.08 12.79 ± 0.21
2.39217 ± 0.000006 6.24 ± 0.54 13.15 ± 0.16 L L

Note.
a beff denotes the effective Doppler b parameter in km s−1. Logarithmic column densities are in cm−2.

Table 11
Total Column Densities for the z = 2.392 Absorber toward Q1418+0718

Ion log Nfit log NAOD

(cm−2) (cm−2)

H I 21.70 ± 0.10 K
B II K <12.06
C II L >14.84
C II

* 13.65 ± 0.15 13.66 ± 0.15
O I �17.72 >15.13
Si II 15.97 ± 0.07 15.61 ± 0.11
Si II* K <12.00
Si IV L 13.20 ± 0.17
S II 15.84 ± 0.16 >15.17
Ti II 12.65 ± 0.23 12.96 ± 0.19
V II K <12.55
Cr II 13.74 ± 0.07 13.79 ± 0.10
Mn II 12.85 ± 0.08 12.83 ± 0.12
Fe II 15.25 ± 0.05 >14.82
Co II K <13.07
Ni II 13.86 ± 0.06 13.93 ± 0.15
Cu II K <12.98
Zn II 12.79 ± 0.21 12.93 ± 0.15

Table 12
Measured Element Abundances Relative to Solar for the z = 2.392 absorber

toward Q1418+0718

Element [X/H]a

C �−0.49
B <−0.34
O �−0.67
Si −1.24 ± 0.12
S −0.98 ± 0.19
Ti −2.00 ± 0.29
V <−1.34
Cr −1.60 ± 0.12
Mn −2.28 ± 0.13
Fe −1.95 ± 0.11
Co <−1.62
Ni −2.06 ± 0.11
Cu <−1.15
Zn −1.47 ± 0.25

Note.
a Abundance estimates based on the dominant metal ionization state and H I.

Figure 10. Plot of metallicity (based on Zn or S absorption) vs. H I column
density for quasar super-DLAs from this study and the literature, other quasar
DLAs, and GRB DLAs/super-DLAs. Short-dashed, dotted, dot-dashed, and
long-dashed curves show trends expected for molecular Hydrogen core
“covering fractions” of 1.0, 0.5, 0.05, and 0.01, adopted from Krumholz et al.
(2009a). The solid orange line shows the “obscuration threshold” of Boissé
et al. (1998).

Figure 11. Plot of the depletion of Fe relative to Zn or S vs. the metallicity
based on Zn or S, for quasar super-DLAs from this study and the literature, and
for other quasar DLAs. The dashed line shows the bisector fit for the other
quasar DLAs.
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et al. 2008) and is indicative of increasing dust depletion with
increasing metallicity. We confirm a strong anti-correlation for
the moderate DLA population. For the smaller super-DLA
sample, no correlation is seen. A [Si/X] versus [X/H] anti-
correlation is also seen at a significant level for the moderate
DLAs. A [Si/X] versus [X/H] may be present for the super-
DLAs, but a larger super-DLA sample is needed to definitively
determine whether such a correlation is indeed present, or
whether it results from the small size of the current sample. It
will also be interesting to determine [Fe/X] and [Si/X] in
individual velocity components with higher resolution data to
examine whether differences in the depletion pattern (such as
those expected between cold and warm gas) are seen.

4.4. Search for Lyα Emission

The super-DLA toward Q1135−0010 shows strong emission
lines of Lyα, H-α, and [O III], implying SFR ∼25Me yr−1

(Kulkarni et al. 2012; Noterdaeme et al. 2012a). This SFR level
is much higher than that seen typically in the moderate DLA
population. A higher SFR could also indicate a larger galaxy.
The Lyα emission in the Q1135−0010 super-DLA shows
symmetric double peaks, possibly arising in a starburst-driven
outflow. In fact, stacked Super-DLA spectra show a statistical
detection of Lyα emission at the bottom of the DLA trough,
suggesting close association with Lyα emitters (Noterdaeme
et al. 2014). Such quasar super-DLAs resemble the DLAs
arising in GRB hosts (e.g., Guimaraes et al. 2012).

There is a hint of weak Lyα emission near the center of the
DLA trough for the systems toward Q0230−0334 and Q1418
+0718. For Q0230−0334, on resampling the ESI spectrum to
1.5Å dispersion, we measure an integrated Lyα emission
flux of (3.41± 1.03)× 10−17 erg s−1 cm−2. The SDSS spec-
trum of the same source gives an integrated Lyα emission flux
of (3.66± 1.50)× 10−17 erg s−1 cm−2. For Q1418+0718, on
resampling the UVES spectrum to 1.5Å dispersion, we
measure an integrated Lyα emission flux of (1.81± 0.80)×
10−17 erg s−1 cm−2. These Lyα fluxes would correspond to
SFRs of 1.55± 0.47Me yr−1 based on the ESI data (or
1.66± 0.66 Me yr−1 based on the SDSS data) for the absorber
toward Q0230−0334, assuming LLyα/LHα= 8.7 for case-B
recombination, and adopting the Kennicutt (1998) relation

between the SFR and H-α luminosity. The corresponding
SFR estimate for the super-DLA toward Q1418+0718 is
0.74± 0.33 Me yr−1. We note that these estimates assume no
correction for dust absorption or resonant scattering by neutral
gas. The SFRs would be higher if dust extinction is present.

4.5. Constraints on Electron Densities

Fine structure lines, e.g., those of C II
* or Si II*, allow

constraints on the electron density, assuming equilibrium between
collisional excitation and spontaneous radiative de-excitation (and
assuming collisional excitation rate for electrons to dominate over
that of H atoms and over other excitation sources such as UV
pumping and pumping from the cosmic microwave background).
While Si II* absorption has been detected in GRB DLAs, it is not
common in quasar DLAs. Kulkarni et al. (2012) made the first
detection of Si II* absorption in an intervening quasar DLA (in
the super-DLA toward Q1135−0010). Unfortunately, no Si II*

absorption is detected in any of the super-DLAs studied here.
However, for the absorbers toward Q0234−0334 and Q0743
+1421, we are able to constrain the electron density ne using
the upper limits on Si II* and the measurements or lower
limits on Si II. We use the Si II collisional excitation rate

� q �� �C T T3.32 10 10 exp 413.412
7 4 0.5( ) ( ) cm3 s−1 (see,

e.g., Srianand & Petitjean 2000) and the Si II* spontaneous
radiative de-excitation rate A21= 2.13× 10−4 s−1. For the super-
DLAs toward Q0234−0334 and Q0743+1421, we obtain
ne� 0.16 cm−3 and ne� 0.28 cm−3, respectively, for an assumed
temperature T= 500K, or ne� 0.28 cm−3 and ne� 0.48 cm−3,
respectively, for T= 7000 K. For the absorber toward Q0743
+1421, no constraint on C II

*/C II could be obtained due to the
saturation of C II

* λ 1336 and C II λ 1334. For the absorber toward
Q0234−0334, C II λ 1334 and C II

* λ 1336 could not be measured
due to severe blends with the Lyα forest.
The spectrum of Q1418+0718 shows a strong detection of

C II
* absorption, implying log *NC II = 13.65. The C II λ 1334

line in this absorber is saturated, and a well-constrained
estimate of NC II could not be obtained from Voigt profile
fitting. We therefore adopt the lower limit on NC II implied by
the AOD method (logNC II � 14.84). Combining these C II and
C II

* measurements, we estimate the electron density to be
ne� 0.51 cm−3 for an assumed temperature T= 500 K or
ne� 1.03 cm−3 for T= 7000 K. However, Si II* is not detected
in this absorber. Based on the upper limit on Si II* and the
detection of Si II, we obtain ne� 0.035 cm−3 for T= 500 K or
ne� 0.061 cm−3 for T= 7000 K.
Higher S/N and higher resolution spectra are essential to

obtain more definitive constraints on the electron densities in
our super-DLAs. Shorter-wavelength observations covering
C II λ 1036.3 and C II

* λ 1037.0 would also be useful to obtain
additional constraints on the C II and C II

* column densities. We
note, nevertheless, a couple of points. First, differences
between ne derived from different elements have been observed
for the Galactic diffuse ISM (e.g., Welty et al. 2003). Welty
et al. found a mean ne∼ 0.14± 0.07 cm−3 for C, Na, and K.
Furthermore, they found that ne derived from the Ca I/ Ca II

ratio is often much greater than the value expected if most of
the electrons come from the photoionization of C, and
suggested that the ionization balance of heavy elements in
the diffuse ISM is affected by additional processes besides
photoionization and radiative recombination. Second, we also
note that the median ne in DLAs has been found to be
0.0044± 0.0028 cm−3 in a recent study (Neeleman et al.

Figure 12. Plot of the depletion of Si relative to Zn or S vs. the metallicity
based on Zn or S, for quasar super-DLAs from this study and the literature and
other quasar DLAs. The dashed line shows the bisector fit for the other
quasar DLAs.
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[X/H] �Kulkarni et al. 2015�



Depletions at High Redshift (DLA, Sub-DLAs)�
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Figure 2. Fits of F∗ from equation (A5) for the DLAs (362 systems, left-hand panel), and sub-DLAs (92 systems, right-hand panel) in the EUADP+ sample.
The blue crosses stand for the detections, the red triangles for the upper limits, the green triangles for lower lower limits, and the cyan points are the median of
the detections for each element X. The fits are performed on the medians of the detections with a bisector fit (dashed line), and on the detections and the limits
using a survival analysis technique, the Buckley–James method (solid line). We note that the α-elements (Mg and Si) are below the trend lines for both DLAs
and sub-DLAs. We refer the reader to Appendix A1 for a mathematical description of the fit.

the centre of the galaxy. Indeed, numerous cosmological simulations
predict DLAs to be closer to the centre of the galaxy than sub-DLAs
(Fumagalli et al. 2011; Faucher-Giguere et al. 2015). They should
therefore exhibit an F∗ value corresponding to regions within the
halo.

But DLAs and sub-DLAs might not be systematically associated
with spiral galaxies. They might arise from a mixture of galaxy
types, hence the non-physical values of F∗. In addition, the method
described here is based on measurements in our Galaxy at log
N(H I) > 19.5 to limit photoionization effects, while our quasar ab-
sorber sample goes down to log N(H I) = 19.0. Furthermore, the
ionization levels of the sub-DLAs and DLAs in our EUADP+ sam-
ple are higher than in the Milky Way ISM, as F∗ is quite different
between ionized and neutral gas (F∗ = −0.1 for the warm ionized
medium and F∗ = 0.1 for the warm neutral medium, e.g. Draine
2011). We derive F∗ for log N(H I) > 19.5 sub-DLAs, and find
similar results, suggesting that ionization effects do not affect the
results much. Moreover, the quasar absorbers trace gas at high red-
shifts, which may differ from the Milky Way properties as a local
galaxy. Overall, these results suggest that quasar absorbers differ
from the Galactic depletion patterns or alternatively have a different
nucleosynthetic history.

Also, the current QSO sample may suffer from dust selection
bias. Indeed, it is possible that quasars in the background of dusty
absorbers are not being accounted for in current selection tech-
niques (Boissé et al. 1998). Programs to observe reddened quasars
might bring valuable insights to the dust content of quasar absorbers
(Maddox et al. 2012; Krogager et al. 2015, 2016). Using the analy-
sis from Vladilo et al. (2006),3 we recover estimates for the average
extinction in our quasar absorber samples to be below 0.01, in line

3 see Appendix A2 for details of the calculation

with results from Frank & Péroux (2010) or Khare et al. (2012).
This suggests that the dust reddening is not observed in the current
quasar selection.

Given these limitations, we do not apply dust corrections to the
measured abundances. There is work underway (Tchernyshyov et al.
2015) to derive the parameters AX, BX and zX for the Small Magel-
lanic Cloud, which is more in line with the expected morphological
type or H2 fraction of DLAs.

3.4 α-elements

The production of α-elements (O, N, Mg, Si, S, Ti, Ca, ...) and
Fe-peak elements (V, Cr, Mn, Fe, Co, Ni, ...) has different origins in
the history of star formation. α-elements are mainly created during
core-collapse Type II supernovae (SNe), whereas Fe-peak elements
originate mainly from thermonuclear Type Ia SNe. These two pro-
cesses have different time-scales, as they originate from distinct
stellar populations: the Type II SNe occur from short-lived mas-
sive stars while Type Ia SNe are thought to involve binary pairs
containing a white dwarf exchanging material over longer peri-
ods of time. Observations of different objects suggest an excess of
α-elements with respect to Fe-peak elements (from Wallerstein
(1962) for G-dwarf stars, to Timmes, Lauroesch & Truran (1995) for
QSO absorption line systems and Rafelski et al. (2012) for DLAs).

In Fig. 3, we plot [α/Fe] versus metallicity using α = O I, S II,
Mg II and Si II for the sub-DLA (blue) and DLA (red) populations.

We observe a correlation between [α/Fe] and [α/H] for sub-
DLAs. A Spearman test gives ρsub−DLA = 0.69 with a probability
of no correlation P(ρsub−DLA) < 10−7. This correlation spans from
low- to high-metallicity systems. The total number of DLA detec-
tions adds up to 227 systems. We do not see a flattening for DLAs
with [α/H] < −1 as in Rafelski et al. (2012), who attributed this
flattening to the fact that the offsets in [α/Fe] values for [α/H] < −1

MNRAS 458, 4074–4121 (2016)
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Jenkins (2009) approach for DLAs, sub-DLAs (Quiret et al. 2016)�

362 DLAs    0 < z < 5� 92	  sub-‐DLAs	  	  0	  <	  z	  <	  4	  

Median F* = -0.70 ±0.06 for DLAs,  � -0.34 ±0.19 for sub-DLAs  �
Lower than F* = 0.12 for warm disk ISM, -0.28 for halo ISM, -0.1 for 
warm ionized medium in MW. �
Much less dust than in MW, greater ionization?�

[Xgas/H]fit = BX + AX(F∗ − zX) where F∗ = line of sight depletion factor  �



 An Interesting Case of Dust Depletion at z=5�
                       Morrison et al. (2016) �
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1/100 solar metallicity �
�
Si/O < 1/3 solar overall�
Significant depletion �
[Si/O] = -0.50±0.08�
[Fe/O] = -0.58±0.14�
�
Factor of ~20-30 
difference in abundance 
ratios in different 
velocity components�
�
èdifferences in 
depletion? �
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Expanding the z∼5 Sample�
Poudel et al. 2018; Poudel et al. 2019, submitted�

  Absorbers at z=4.81-5.34 discovered in SDSS�
  VLT X-shooter, Magellan MIKE, and Keck ESI spectra 

resolve the Ly-α forest better than SDSS spectra�
 Measured abundances of O, C, Si, Fe �
 More than tripled the measurements of weakly depleted 

elements at z > 4.5�
�
�
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z=4.81 Sub-DLA     
log NHI=20.10+/-0.15�
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F* in Some Absorbers at z∼5�
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Gas-rich galaxies at z ∼ 5 3569

Figure 11. Results of the Jenkin’s approach to determine the intrinsic metallicity and F∗ value for the z = 4.809, z = 4.829 and z = 5.335 systems. In each
panel, the data points are shown in red and the regression fit to the data is shown by a blue line.

Figure 12. (a) Plot of [Si/X] versus metallicity [X/H] for z ∼ 5 absorbers (shown with magenta squares) and lower redshift DLAs from the literature (shown
as black squares). (b) Plot of [Fe/X] versus metallicity [X/H] for z ∼ 5 absorbers (shown with magenta squares) and lower redshift DLAs from the literature
(shown as black squares). (c) Plot of metallicity [X/H] versus velocity dispersion for z ∼ 5 absorbers (shown in magenta) and lower redshift DLAs (shown in
black). In all panels, we use X=O for the z ∼ 5 absorbers, and X=O, S or Zn for the lower redshift DLAs.

!metals/!gas (e.g. Lanzetta, Wolfe & Turnshek 1995; Kulkarni &
Fall 2002), is standard practice in studies of DLA metallicity evo-
lution (e.g. Prochaska et al. 2003a; Kulkarni et al. 2005, 2010;
Rafelski et al. 2012, 2014; Som et al. 2015; Quiret et al. 2016).
The NH I-weighted mean metallicity for the z > 4.5 systems with
measurements of undepleted elements, shown in Fig. 13 as an in-
digo diamond, is −1.66 ± 0.25 (where the uncertainty includes the
sampling uncertainties as well as the measurement uncertainties in
the metal and H I column densities). At the median redshift of this
high-z bin, i.e. z = 4.98, the predicted mean metallicity based on
the metallicity–redshift relation used in Morrison et al. (2016) for
DLAs at z < 4.5 is −1.55 ± 0.18. Even ignoring the uncertainty in
the predicted value, the difference between the observed and pre-
dicted NH I-weighted mean metallicity values is <0.5σ significant.

We thus conclude that there is no evidence of a sudden drop in
metallicity at z > 4.5. The primary reason our finding differs from
that of Rafelski et al. (2012, 2014) appears to lie in the fact that we
are focusing on elements that do not deplete on dust grains. Obser-
vations of undepleted elements in more absorbers are essential to
further test whether or not there is a drop in metallicity.

We emphasize in this context that the NH I-weighted mean metal-
licity derived here is dominated by absorbers with the higher H I

column densities. Thus, the inclusion of some absorbers at the
boundary between DLAs and sub-DLAs in our sample has little
impact on the NH I-weighted mean metallicity derived. We also note
that our use of O I, which is not sensitive to ionization corrections,
means that the higher mean metallicity derived by us here is not an
artefact of ionization.

MNRAS 473, 3559–3572 (2018)
Downloaded from https://academic.oup.com/mnras/article-abstract/473/3/3559/4411830
by University of South Carolina - Columbia user
on 06 December 2017

core-collapse population III supernovae can produce dust
efficiently, in the range of 0.2–3Me, and that this dust is
predominantly silicate. Given such efficient production of
silicate dust, the gas in high-redshift galaxies could show
stronger depletion of Si than in the Milky Way. Thus, the
sudden metallicity drop claimed at z>4.7 could be due to
higher depletion levels.

Finally, we note that a roughly comparable metallicity lower
limit (>−1.85 dex) has been reported for a z = 5.91 sub-DLA
associated with a GRB host (Hartoog et al. 2015). The higher
metallicity of the latter system, compared to our z=5 quasar
sub-DLA, may be due to a higher-than-average star formation
rate in the GRB host galaxy.

3.4. Dust Depletion

A comparison of the abundances of refractory and volatile
elements offers a tool to estimate the extent of dust depletion
(e.g., Savage & Sembach 1996; Jenkins 2009). Jenkins (2009)
proposed a method based on multiple elements for assessing
the extent of dust depletion and the determination of true
(undepleted) abundances. We now attempt to determine the
level of dust depletion in the z=5 sub-DLA toward Q1202
+3235, applying the prescription of Jenkins (2009) to element
abundances available from our data, as described in a study of
absorbers from the ESO UVES advanced data products quasar
sample (Quiret et al. 2016).

Figure 8 shows a plot of the quantity [X/H]IC2 − BX + AXzX
versus AX for the four elements available for this absorber.
Here, [X/H]IC2 are the abundance measurements corrected for
ionization using the optimization technique (from column 4 of
Table 4). The parameters AX, BX, and zX are adopted from
Table 4 of Jenkins (2009). The dotted line shows the Buckley-
James regression fit to the data. The parameters of the fit allow
determination of the intrinsic (undepleted) metallicity and the
depletion factor F*. Using a bootstrap technique with 10,000
iterations, we obtain [X/H]intrinsic=−2.16±0.16 and F* =
−0.14±0.17. The intrinsic metallicity thus inferred is
consistent with the metallicity we obtain from O
(−2.00± 0.12). The F* value is a little higher than the average

value of −0.34±0.19 for the larger sub-DLA sample from
Quiret et al. (2016). This suggests that the sub-DLA at z=5
toward Q1202+3235 may be somewhat more dusty than the
typical lower-redshift sub-DLAs, perhaps further supporting
the possibility that the depletion levels may be higher at z=5.
For reference, representative F* values are −0.1 for the warm
ISM of the Milky Way, 0.1 for the warm neutral medium, and
0.4 for the cold neutral medium (Draine 2011). The z=5 sub-
DLA toward Q1202+3235 may be more similar to the warm
ionized ISM, which is not entirely surprising. (We point out
that Quiret et al. 2016 find the typical F* value for DLAs to be
even more negative −0.70± 0.06, again suggesting warm
ionized gas and lower dust content compared to the Milky Way
ISM.) It would be interesting to obtain F* values for the high-z
DLAs as well. More detections of undepleted elements in high-
z DLAs are needed for this purpose, because none of the high-z
DLAs observed so far have enough such detections to permit
determination of F*.

3.5. Gas Kinematics

Another important indicator of the absorber properties can be
obtained from the velocity structure of the absorption lines. A
correlation between the gas velocity dispersion and metallicity
has been observed for both DLAs and sub-DLAs (e.g., Ledoux
et al. 2006; Meiring et al. 2007; Som et al. 2015). If the velocity
dispersion is determined primarily by the mass of the host
galaxy, the velocity–metallicity correlation may indicate a
mass-metallicity relation. Alternately, the velocity dispersion
may be determined primarily by turbulent motions, outflows, or
inflows of gas.
The velocity–metallicity relation appears to be different for

DLAs and sub-DLAs (Som et al. 2015). Therefore, it is
interesting to compare the gas kinematics of the z=5 sub-
DLA studied here with that for DLAs and other sub-DLAs. The
velocity width Δv90 is determined as the velocity range within
which 90% of the integrated optical depth is contained. The top
two panels of Figure 9 show the measurements of Δv90 for Si II
λ1526 and O I λ1302, based on our observations. Despite the
difference in the strengths of the lines, the velocity dispersions
inferred from their observations are quite similar, i.e.,
88.42 km s−1 for Si II λ1526 and 85.81 km s−1 for O I λ1302.
Quiret et al. (2016) recently advocated using the theoretical
Voigt profile fit, without convolution with the instrumental
profile, instead of the actual data for calculating Δv90. The idea
is to reduce the sensitivity of the measurement to instrumental
resolution and the presence of noise or saturation in the data.
This latter approach, illustrated in the bottom two panels of
Figure 9, gives Δv90 of 84.49 and 74.04 km s−1, respectively,
for the Si II λ1526 and O I λ1302 lines. Because the Si II λ1526
line is less saturated, we adopt its Δv90 as the velocity
dispersion for this system.
Given this velocity dispersion, this absorber lies far below

the metallicity-velocity relation observed for lower redshift
sub-DLAs. For example, Som et al. (2015) obtain [X/H] =
(0.89± 0.08) log (% � ov 1.90 0.1690 ) for lower redshift sub-
DLAs. As per this relation, one would expect the z=5 sub-
DLA toward Q1202+3235 to have a metallicity of
−0.19±0.22 dex, far above the observed value of
−2.00±0.12 dex. For DLAs, Som et al. (2015) estimate
[X/H] = (1.02± 0.03) log (% � ov 3.10 0.0690 ). Even as per
this relation, an absorber with a velocity dispersion of
84.49 km s−1 would be expected to have a metallicity of

Figure 8. Determination of F* and intrinsic metallicity using Equation (A5) of
Quiret et al. (2016), based on the prescription of Jenkins (2009). The filled
circles denote the data points. The tilted dotted line shows the Buckley-James
fit to the data points. The vertical dotted line corresponds to AX=0.0.
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[X/H]_intrinsic = -2.16 ± 0.16 
F* = -0.14 ± 0.17 

        z=5.34�

        z=4.81 �         z=4.83�



Depletion vs. Metallicity at z∼5 �

12 

Gas-rich galaxies at z ∼ 5 3569

Figure 11. Results of the Jenkin’s approach to determine the intrinsic metallicity and F∗ value for the z = 4.809, z = 4.829 and z = 5.335 systems. In each
panel, the data points are shown in red and the regression fit to the data is shown by a blue line.

Figure 12. (a) Plot of [Si/X] versus metallicity [X/H] for z ∼ 5 absorbers (shown with magenta squares) and lower redshift DLAs from the literature (shown
as black squares). (b) Plot of [Fe/X] versus metallicity [X/H] for z ∼ 5 absorbers (shown with magenta squares) and lower redshift DLAs from the literature
(shown as black squares). (c) Plot of metallicity [X/H] versus velocity dispersion for z ∼ 5 absorbers (shown in magenta) and lower redshift DLAs (shown in
black). In all panels, we use X=O for the z ∼ 5 absorbers, and X=O, S or Zn for the lower redshift DLAs.

!metals/!gas (e.g. Lanzetta, Wolfe & Turnshek 1995; Kulkarni &
Fall 2002), is standard practice in studies of DLA metallicity evo-
lution (e.g. Prochaska et al. 2003a; Kulkarni et al. 2005, 2010;
Rafelski et al. 2012, 2014; Som et al. 2015; Quiret et al. 2016).
The NH I-weighted mean metallicity for the z > 4.5 systems with
measurements of undepleted elements, shown in Fig. 13 as an in-
digo diamond, is −1.66 ± 0.25 (where the uncertainty includes the
sampling uncertainties as well as the measurement uncertainties in
the metal and H I column densities). At the median redshift of this
high-z bin, i.e. z = 4.98, the predicted mean metallicity based on
the metallicity–redshift relation used in Morrison et al. (2016) for
DLAs at z < 4.5 is −1.55 ± 0.18. Even ignoring the uncertainty in
the predicted value, the difference between the observed and pre-
dicted NH I-weighted mean metallicity values is <0.5σ significant.

We thus conclude that there is no evidence of a sudden drop in
metallicity at z > 4.5. The primary reason our finding differs from
that of Rafelski et al. (2012, 2014) appears to lie in the fact that we
are focusing on elements that do not deplete on dust grains. Obser-
vations of undepleted elements in more absorbers are essential to
further test whether or not there is a drop in metallicity.

We emphasize in this context that the NH I-weighted mean metal-
licity derived here is dominated by absorbers with the higher H I

column densities. Thus, the inclusion of some absorbers at the
boundary between DLAs and sub-DLAs in our sample has little
impact on the NH I-weighted mean metallicity derived. We also note
that our use of O I, which is not sensitive to ionization corrections,
means that the higher mean metallicity derived by us here is not an
artefact of ionization.

MNRAS 473, 3559–3572 (2018)
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Some z∼5 absorbers show substantial 
depletion of Si, Fe.�
�



Element Depletions in DLAs�

De Cia et al. (2016)�

Even in DLAs, depletion is 
more severe for refractory 
elements like Si and Fe, than 
for volatiles like O, S…. �
�
Even at z∼5! �
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Not surprising that Si, Fe 
are depleted…�
�
Consistent with De Cia �
et al. (2016, 2018) �
conclusions �
�
 



Extinction Curves for Absorption-
Selected Galaxies�

York et al. (2006)�

Distant galaxies also 
redden spectra of 
background quasars. �
�
Most of these distant 
galaxies show small but 
statistically significant 
amount of reddening. �



Extinction Curve fitting for SDSS DLAs/sub-DLAs�

  Khare et al. (2012)�
  1084 systems with 

2.1<z<5.2, log NHI>20.0 �

Stronger reddening for 
systems with stronger �

gas-phase Si lines �
(EB-v = 0.0097 for �
WSi II 1526 ≥ 1.0 Å �
vs. �
EB-v = 0.0039 for �
WSi II 1526  < 1.0 Å.) �



Sample for Study of Extinction 
Curves in Individual Distant Galaxies�

72 quasars at 0.2 < z < 2 
with foreground absorbers�

66 with spectra available�
�
SDSS, HST, Spitzer �
Flux calibrated spectra�
Photometry �
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General Method�
Generate SEDs using available data�
�
Use template of unreddened quasar composite spectra 
(e.g., Selsing et al. 2015, Hernan-Caballero et al. 2016)�
�
Shift the template to the quasar’s redshift �
�
Redden using extinction curves at the absorber redshift 
and compare to observed spectrum�
 �
Find best-fitting E(B-V) and normalization factor �
�
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Examples:	  	   18 Fitting (UV, Visible) �



Fitting  (IR)�

IR Extinction curves from  Draine 2001 
and Cardelli, Clayton, Mathis 1989 �
�
�
Hernan-Caballero et al. 2016 composite 
spectrum used as the template�
�
Does not fit well for some sources�

Exploring other templates specific to  
different types of AGN �
�
�
�

9 

NIR to MIR spectrum of QSOs 2073

is well established that the amplitude of the optical variability is
strongly anticorrelated to the quasar luminosity (e.g. Hook et al.
1994; Meusinger & Weiss 2013; Kozłowski 2016) and for the lumi-
nosity of our sample the amplitude is expected to be only ∼0.1 mag
on time-scales of years, comparable to the photometric uncertainty
of our data. In addition, the component sampled by the MIR data
(blackbody) is energetically decoupled from the disc component in
our fitting method (i.e. there is no energy balance, since this is not a
physical model). We have evaluated the impact of optical variability
in the reddening determination by increasing/decreasing the SDSS
fluxes by 10 per cent and repeating the fits with the disc model.
All the sources obtain their new best fit with the same AV as before
or ±0.05 mag, indicating that the change in AV is smaller than our
discretization step.

7 C OMPOSITE SPECTRA

Further insight into the origin of variation in the NIR spectrum of
quasars can be gained from the comparison of the composite spectra
of adequately selected subsamples. As composite spectra are model
independent, this is a complementary approach to the model fitting
in the previous section.

We obtain the composite (AKARI+)IRS spectrum of the whole
sample with the following procedure.

First, the spectra are shifted to the rest frame and resampled to a
common grid of wavelengths. Each point in the resampled grid rep-
resents an equal-sized interval in log(λ). We normalize the spectra at
a given rest-frame wavelength. For every wavelength in the grid, we
obtain the flux of the composite spectrum as the weighted average
of the fluxes of the individual sources, excluding the sources with
no data at that wavelength. The shape of this preliminary composite
spectrum depends on the normalization wavelength, since a nor-
malization at short wavelengths increases the relative contribution
of the redder spectra at long wavelengths, and therefore overesti-
mates the slope of the continuum. Conversely, normalization at long
wavelengths favours the bluer ones and leads to underestimation of
the continuum slope. To compensate for this, we use the composite
spectrum as a template to re-normalize the individual spectra by fit-
ting with a least-squares procedure the entire spectral range covered
by each of them. We combine the re-normalized spectra using the
same weighted average procedure to obtain a new composite spec-
trum, and iterate. We find that changes in the composite spectrum
are negligible after the second or third iterations, and the wavelength
chosen for the initial normalization has a negligible impact on the
final result (see Fig. 8).

The uncertainties in the composite spectrum are computed with a
bootstrap resampling: we obtain composite spectra for 100 random
samples extracted with replacement from the whole sample, each
containing 85 sources. Then the 1σ confidence interval for the
composite spectrum at each wavelength is given by the 16th and
84th percentiles of the distribution for the 100 bootstrap iterations.

The composite spectrum shows that the 3–7 µm SED is well
reproduced by a power law with α = −1. This is in agreement
with previous estimates of the MIR spectral index of high-redshift
quasars (e.g. Lutz et al. 2008; Hernán-Caballero et al. 2009) as
well as low-redshift ones (e.g. Netzer et al. 2007). However, at
shorter wavelengths the continuum slope is increasingly steep and
interrupted only by a prominent Paschen α line. Other hydrogen
recombination lines as well as PAH features can also be identified
in the spectrum (see Section 8 for a discussion).

Figure 8. Top panel: final composite spectra after several iterations of the
normalization procedure for initial normalization at 3 µm (black solid line),
or 4, 5, and 7 µm (grey solid lines). The dashed lines represent the best-
fitting power-law for each composite in the 3–7 µm spectral range. Bottom:
residuals obtained by subtracting from the composite spectra a power law
with α = −1. Labels mark some significant spectral features.

7.1 Dependence with AGN luminosity

We obtain composite spectra for the subsamples with lower
(νLν(3 µm) = 1045.5–46.15 erg s−1) and higher (νLν(3 µm) >

1046.15 erg s−1) NIR luminosity, that contain the same number of
sources. If the (AKARI+)IRS spectra were contaminated by stellar
emission in the host galaxies of the quasars, the impact should be
higher in the lower luminosity composite, that would appear bluer
at short wavelengths compared to the higher luminosity one. How-
ever, we find no significant differences between the two composites
(Fig. 9). The lack of divergence at short wavelengths reinforces our
previous claim that the stellar emission is negligible for the sources
in the sample.

At longer wavelengths, we find that the divergence is marginally
significant around the ∼7.7 µm PAH complex. The residual suggests
a weaker contribution from star formation to the spectra of more
luminous quasars, in agreement with previous results (e.g. Haas
et al. 2003; Maiolino et al. 2007; Hernán-Caballero et al. 2009;
Barger et al. 2015). If this small divergence is attributed to star
formation in the host galaxy, then the entire 2–10 µm spectrum of
the quasar itself is independent on the NIR luminosity, at least within
the luminosity range of our sample. This is contrary to previous
results based on broad-band photometry that suggested a luminosity
dependence in the NIR-to-MIR quasar SED, and in particular a
more prominent 4 µm bump and bluer MIR continuum for the more
luminous quasars (Richards et al. 2006; Gallagher et al. 2007).

7.2 Dependence with the NIR-to-optical luminosity ratio

The uncertain contribution from the accretion disc to the NIR and
MIR emission should manifest itself as differences in the composite

MNRAS 463, 2064–2078 (2016)

(More in Monique Aller’s talk tomorrow)�

Draine 2001 MW extinction curves. 
Uppermost solid red line is the curve used.�



                            Dust Spectral Features �
 
Carbonaceous Absorption: The 2175 Å Bump� 
Most quasar absorbers do NOT show the 2175 Å bump (e.g. York et 
al. 2006). �
�
A small number of absorbers show the bump (e.g., Junkkarinen et 
al. 2004; Srianand et al. 2008; Noterdaeme et al. 2009; Kulkarni et 
al. 2011; Ma et al. 2017, 2018) �
�

Junkkarinen et al. (2004)�



• Most past studies of dust spectral features in quasar 
absorbers focused on the 2175 Å feature and ignored the 
silicate dust. �
�
• We have been carrying out a search for the 10, 18 µm 
silicate features in quasar spectra in known absorbers at �
z < 1.4 selected to have abundant gas and dust.  

• Search for the redshifted silicate 
features  at 10 µm and 18 µm using �
our observations and archival data 
from Spitzer IRS �
(e.g., Kulkarni et al. 2007, 2011, 2016, 
Aller et al. 2012, 2014, 2019 in prep)�

Silicate Dust in Distant Galaxies  

More on this tomorrow in Monique Aller’s talk �



CONCLUSIONS �
• Depletions of elements clearly present in galaxies selected 
by absorption in the spectra of background quasars�
�
• F* for DLAs is lower than for Milky Way halo gas. �
�
• Some absorbers show Si, Fe depletion even at z∼5�
�
• Extinction is small but significant for DLAs. �
�
• Often fitted best with SMC-like extinction curves. �
But some objects are dustier with 2175 A bump and silicates.�
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Ongoing/Future work �
  Expanding metallicity, dust measurements�
 �
  Enlarging the sample at z>4.5 �

  Extinction curve fits in IR �
�
  Expanding silicate sample �
�
  Improvements to key atomic data needed for accurate 

metallicity, depletion measurements—in progress with 
Kisielius, Ferland (e.g., Kisielius et al. 2014, 2015), 
compilation of latest atomic data by Cashman et al. 2017)�

(~22% of the lines have uncertainties of > 0.1 dex in oscillator 
strengths , which is larger than the typical measurement 
uncertainties in metal column densities) �
�
�
   �
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