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Why Deep Learning?
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Example that stellar density affects the clustering 
signal at larger separation angles

 Solid line  ΛCDM with Ωm = 0.27

Black: no corrections 
Blue: correcting for the area loss due to stars (Astar )
Red: correcting for stellar density (nstar )

Bottom line: We won’t be able to get a robust 
clustering measurement unless we correct for 
systematic effects 

Angular correlation function with systematics
Luminous Galaxies 0.4<z<0.7

©  A.J.Ross et. al, 2011



Ho et. al. 2012

Treatment of Systematics



Our problem (Regression): model how the ELG 
density depends on imaging systematics

Use HEALPIX to pixelize sky
With Nside = 256, we have around 120k healpix 
pixels

For each pixel, we have imaging systematics as 
“features”
And number of Emission Line Galaxies ELGs as 
“label”

eBOSS with DR5



Correlation Matrix of systematics and ngal



Artificial Neuron

Inspired by Biological Neuron

The output is a non-linear 
function of the sum of the 
inputs

Can be used for regression;
Estimating the relationships 
between variables

Universal Approximators 
see Hornik (1991), Cybenko (1989)

f (Σwixi )

McCulloch-Pitts Neuron Function, 1943



Feed Forward Neural Net
11 features, 2 h. layers, 10 neurons on each layer

Inputs:
EBV, seeing/depth/airmass in rgz, 
Stellar density 17<r<20

Output:
Number of galaxies per pixel

ReLU activation function on hidden 
layer neurons

Weights optimized with ADAM 
algorithm by minimizing the mean 
squared error

Num of parameters
(11+1)x10 + (10+1)x10 + 10+1

https://arxiv.org/abs/1412.6980


4-Fold Validation

Run 1   Run 2    Run 3   Run 4

Overfitting?

Split data into k chunks
3 chunks for training and 1 chunk for testing
Shuffle the chunks
Repeat 4 times

A technique to have prediction
 for the entire footprint



Average density in each bin of a particular 
systematic



Fluctuation in galaxy counts



Clustering statistics



Validation via mocks [1 realization so far]



NEXT:

- Finish the 2x100 mock test
- Experiment with different healpix resolutions
- Feature importance with Layerwise Relevance Propagation 

And or Ablation



An example of using DECam data to build a new method for 
correcting systematic effects on target density and clustering 
measurements

Beneficial to galaxy surveys eg. DESI, eBOSS

Thank You!









i+1 unknowns     δt
g & εi

i+1 independent equations

Linear relationship between systematic and 
observed galaxy density



Data: the Legacy Surveys DR5 

Goal: Using Imaging Surveys data, 
develop a method based on Neural 
Networks to mitigate systematic 
effects that could lead to spurious 
fluctuations

Total footprint 14000 deg2

DR3 4200 deg2

DR5 6800 deg2
arXiv1611.00036



Depth: the brightness of the faintest 
detectable galaxy

Seeing: the turbulence in the atmosphere 
during observation

Airmass: distance traveled by photons in 
the atmosphere 

Galactic extinction: scattering of light by 
the Milky Way dust in IR

Imaging Systematics that affect galaxy densities



f (Σwixi )

Each layer learn more complex features by using features in the previous layer.

© http://blog.datarobot.com/a-primer-on-deep-learning 
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4-Fold Validation

Fold-0

Run 1 Run 2 Run 3 Run 4

Overfitting?

Split data into k chunks
Use 3 chunks for training and 
1 chunk for testing
Shuffle the chunks
Repeat 4 times

A technique to have 
prediction for the entire 
footprint




