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Data Management Operations

Who we are:
● DMO current workforce of 7.1 FTE consists of mostly 

technical staff; some shared with Data Lab

What we do:
● Build tools and infrastructure to:
● Capture and transport observations off the telescope
● Perform data/metadata validation and reduction
● Serve data products via the Science Data Archive (SDA)

● The SDA is available at http://archive.noao.edu
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About
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Telescope to Archive Data Flow



Data Management Operations

● Telescope Automatic Data Archiver (TADA) 
implementation at Tucson/CTIO/KPNO

● DECam CP & MzLS pipeline processing and science 
verification

● IT Infrastructure improvements to support continuous 
Science Data Archive growth and Data Lab ramp up   

● Planning for modernization of user and programmatic 
interfaces to the Science Data Archive  
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Current Activities (FY2017)
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TADA Status

● TADA is a Python / Astropy-based system that 
extracts, transforms and loads variable FITS file 
metadata into the Science Data Archive

● Integrated with a suite of web services (MARS) for 
telescope schedule management, and observing 
night audit and remediation. 

● TADA has been implemented for NOAO, SOAR, 
SMARTS, & WIYN instruments at KPNO and CTIO

● Automated services
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TADA Status

● TADA keeps an audit “paper-trail” that starts in the 
dome, passes through disk caches, and ends in 
successful archive ingest
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Pipeline Status

Figure: A sample patch of sky from the MzLS/BASS surveys (DR4) 
[Courtesy of DESI Targeting Survey and Dustin Lang]



Data Management Operations

● DECam Community Pipeline (CP) producing timely 
calibrations in support of PI-based and major survey 
programs (e.g. DECaLS, BLISS, DECaPS)

● Mosaic3 pipeline primarily in support of MzLS - first and 
second years data (to date) is processed and publicly 
available

● Steward Bok/90Prime pipeline for BASS data in support of 
DESI Targeting Survey

● NEWFIRM pipeline retired and all data processed. 
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Pipeline Status



Data Management Operations

● DESDM orchestration framework eliminated and 
processing efficiency improved

● Astrometric calibration and photometric characterization 
changed to Gaia and PS1/Gaia respectively

● Brighter-fatter correction algorithm added but not the 
default - awaiting study panel evaluation

● DES is now treated as a community program for providing 
CP versions of calibrated exposures: Y1 and Y2 available 
via Science Data Archive
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DECam Community Pipeline



Data Management Operations

● 10 General Purpose Data Lab machines
– 20 cores, 40 threads, 256G RAM each
– Spinning and solid-state disk media

● Data Lab redundant mass storage system
– IBM General Parallel File System
– 900 TB installed, can augment as needed

● Science Data Archive mirror recently installed at University 
of Arizona Information Technology Services (UITS)

● ANTARES system also installed at UITS
● Mountain cache systems upgraded at CTIO/KPNO
● Mass storage upgrades pending to support hosting SDSS 

data 
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IT Infrastructure Developments
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● Uncompressed holdings approach 2.5 Petabytes.
● Compression reduces disk utilization by ~4:1
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Science Data Archive Holdings & Usage
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Science Archive Usage

Avg. 
Monthly 

Bandwidth (GB) 

Avg.
Monthly

Downloads
(file count)

Avg.
Monthly

Web Pages
(page 
views)

Avg. 
Monthly
Unique 
Users

FY2012 511 11422 63775 2402

FY2013 2407 30038 183001 1495

FY2014 3641 40938 55875 1455

FY2015 6185 49523 217225 1641

FY2016 15838 86521 72815 1734

● Archive utilization also on the rise.
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● Software mostly frozen through FY16, but new hire in 
place to reboot new development.
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Science Data Archive Software Status



Data Management Operations

● Historically a PI data access tool but new developments 
will focus on serving of large public datasets

● Capabilities being added to ingest high level science 
products from past and present survey programs

● Bulk data transfers possible via FTP site: 
ftp://archive.noao.edu/public/hlsp/

● Current software implementation (which pre-dates Data 
Lab ) is being re-evaluated in parallel with ongoing 
operations

● Feature development must be balanced with sustainability. 
● New hire will coordinate with Data Lab to determine 

roadmap for development going forward
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Science Data Archive Software Status



Data Management Operations

● SDA will serve DESDM-reduced Y2/Y3 images as they go 
public 

● DECaLS DR4 available soon
● SDSS Public data mirror
● Migration of legacy NOAO survey holdings in progress
● TADA development transition to maintenance mode
● Improvements to Science Data Archive back-end software 

and user interface
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Looking Ahead
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Supplementary Slides
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Personnel

Position FY17 
FTE

FY17 Staff

Program Management 0.3 McManus (0.1), Lauer, (0.1), 
Dickinson (0.1)

Infrastructure Dev/Ops 4.3 McManus (0.9), Peterson, (1.0), 
Pothier (1.0), Norris (0.5), Fitzpatrick 
(0.1)

Pipeline Dev/Ops 1.8 Hererra (1.0), Valdes (0.8)

Science Support 0.7 Lauer (0.5), Valdes (0.2),

TOTAL 7.1
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TADA Workflow
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