
1
NOAO UC, Tucson, Jun 16

The NOAO Data Lab Project
Introduction

Knut Olsen
for the Data Lab team
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Data Lab Team

Current team:
•Mike Fitzpatrick, Lead Developer
•Matthew Graham, Scientist/Developer
•Wendy Huang, Software Engineer
•Stephanie Juneau, Data Scientist
•David Nidever, Data Scientist
•Robert Nikutta, Data Scientist
•Pat Norris, Test Engineer
•Knut Olsen, Project Scientist
•Steve Ridgway, Scientist
•Adam Scott, Database Architect
•Pete Wargo, System Administrator
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NOAO wide field imaging data over time



DECam and Mosaic data in February 2017
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DECaLS DR3 and SMASH Catalogs
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• 900 million objects available now through Data Lab database from these catalogs
• Also available: select tables from SDSS DR13, GAIA DR1, DES SVA1, the Allen 

NEO catalog, and USNO-A2/B



NOAO All Sky Catalog
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• 2.5 billion objects, 20 billion measurements; aperture-based photometry
• Available soon

Log Number density sq.deg.-1
6.6



NOAO All Sky Catalog
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• 2.5 billion objects, 20 billion measurements; aperture-based photometry
• Available soon

10σ depth



Data Volume and Complexity
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~500 TB (February 2017) of on-target imaging data (texp>30s) 
currently from:
• Dark Energy Survey
• Legacy Surveys for DESI Targeting
• Community DECam and Mosaic programs and surveys
Hundreds of TB more coming
Total holdings at PB scale

Large catalogs coming:
• Dark Energy Survey – 45 TB
• Complete DESI Targeting Survey – ~5 TB
• Community programs and surveys – up to several TB each
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NOAO Data Lab

• Goal:
• Efficient exploration and analysis of large datasets with an 

emphasis on NOAO wide-field 4-m telescopes
• Approach:

– High-value catalogs from NOAO and external sources (e.g. SDSS, 
GAIA) and NOAO-based images linked to catalog objects

– Data discovery
– Developing intuition through interaction with selected catalog and 

image set of known objects
– Automation of analysis to aid discovery of unknown objects
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Data Lab in a Nutshell

Large Catalogs – Data Lab will serve TB-scale databases
Pixel Data – Data Lab will connect users to images and 

spectra in NOAO Science Archive
Virtual Storage – Minimizes data transfer
Visualization – Data Lab will enable data exploration
Compute Processing* – Data Lab will allow workflows to 

run close to the data
Additional features* – Access to published datasets and 

external data services, data publication, exportable 
workflows, distributable software

*Some limitations in first release
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Summary of Current Functions

Function Method
Sky exploration Image discovery tool

Catalog overlay tool
Catalog visualization tool (prototype)

Authentication Web interface
datalab command
Python authClient, helpers module

Catalog query Web interface
datalab command
Python queryClient, helpers module
TOPCAT

Image query Simple Image Access service
Query result storage myDB

Virtual storage space
File transfer datalab command and Virtual storage 

space
Analysis Jupyter notebook server

11



12
NOAO UC, Tucson, Jun 16

Major Milestones

• March 2015: Conceptual Design Review
– Lisa Storrie-Lombardi (Chair), Severin Gaudet, Zeljko Ivezic, 

Connie Rockosi, Beth Willman reviewed Science Case & 
Requirements, System Architecture, Operations Concept & 
Requirements, and Schedule

• Fall 2015 hiring campaign
• June 2016 San Diego AAS Demo
• August 2016 Interim Review

– Lisa Storrie-Lombardi (Chair), Severin Gaudet, Zeljko Ivezic, Ed 
Olszewski, Beth Willman, and Dennis Zaritsky reviewed progress 
and Year 2 plan

• January 2017 AAS SMASH DR1 and DECaLS DR3
• Summer 2017 first public release
• End 2017/Early 2018 NOAO All-Sky Catalog, Legacy 

Survey DR4/5, DES DR1 12



Outreach activities

• San Diego AAS Demo (June 2016)
• Internal early adopter program (Sep 2016 – present)
• Big Data Academy Science Café sessions (February & 

April 2017)
• Demo and hacking at Detecting the Unexpected 

workshop (March 2017)
• LSST Data Science Fellowship program presentation and 

hack session (April 2017)
• Tucson local Tutorial (2 sessions, May 8 2017)
• Presentation and hacking at Time-domain Alert Science 

workshop (May 23 2017)
• Hack session at DESI Collaboration Meeting (June 2017)
• Detecting Dwarf Galaxies LSSTC Workshop (Fall 2017)
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Public release 2017!

• Web: datalab.noao.edu
• Email: datalab@noao.edu
• GitHub: https://github.com/noao-datalab
• Twitter: @NOAODataLab
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Science Examples

• Star/galaxy/QSO separation (Juneau)
• Hydra II and RR Lyrae star discovery (Nikutta)
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Detailed slides
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Getting started with the Data Lab

• datalab.noao.edu/tutdev

17



Exploring the sky
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Images
Catalogs

Catalog visualization (prototype)



Querying the catalogs

• Through the Data Lab website:
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Querying the catalogs

• Through the Data Lab website:
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Querying the catalogs

• Through the datalab command:
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Querying the catalogs

• Through the Python queryClient module:
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Querying the catalogs

• Through the helpers.py module:
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Querying the catalogs

• Through TOPCAT:
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Querying the images
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Querying the images
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Saving the results

• myDB:
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Saving the results

• Virtual storage:
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Virtual storage

• File transfer:
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Analysis

• Jupyter notebook server
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Pending: running custom code

• Containerization of tasks
• Job Manager to handle task running, interactions, and 

completion
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Pending: data publication

• Document to provide guidance on schema, metadata for 
custom imaging, etc.

• Database ingest tools and metadata scraping
• Services to provide e.g. custom image and catalog HiPS

generation for sky viewer
• Webpage template
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