
1
NOAO UC, Tucson, Jun 16 

The NOAO Data Lab Project 
Introduction

Knut Olsen
for the Data Lab team
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Data Lab Team

Current team:
• Mike Fitzpatrick, Lead Developer
• Matthew Graham, Scientist/Developer
• Wendy Huang, Software Engineer
• Stephanie Juneau, Data Scientist
• David Nidever, Data Scientist
• Robert Nikutta, Data Scientist
• Pat Norris, Test Engineer
• Knut Olsen, Project Scientist
• Steve Ridgway, Scientist
• Pete Wargo, System Administrator
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NOAO wide field imaging data over time



DECam and Mosaic data in May 2016
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Data Volume and Complexity
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500 TB (January 2017) of on-target imaging data (texp>30s) 
currently from:
•  Dark Energy Survey
•  Legacy Surveys for DESI Targeting
•  Community DECam and Mosaic programs and surveys
Hundreds of TB more coming
Total holdings of several PB

Large catalogs coming:
•  Dark Energy Survey – 45 TB
•  DESI Targeting Survey –  ~5 TB
•  Community programs and surveys – up to several TB each
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NOAO Data Lab

•  Goal: 
•  Efficient exploration and analysis of the large datasets 

being generated by instruments on NOAO wide-field 4-m 
telescopes

•  Approach:
–  Catalogs and images linked to catalog objects
–  Data discovery
–  Developing intuition through interaction with selected catalog and 

image set of known objects
–  Automation of analysis to aid discovery of unknown objects
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Data Lab in a Nutshell

Large Catalogs – Data Lab will serve TB-scale databases
Pixel Data – Data Lab will connect users to images and 

spectra in NOAO Science Archive
Virtual Storage – Minimizes data transfer
Visualization – Data Lab will enable data exploration
Compute Processing – Data Lab will allow workflows to 

run close to the data
Additional features – Access to published datasets and 

external data services, data publication, exportable 
workflows, distributable software
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Timeline

•  March 2015: Conceptual Design Review
–  Lisa Storrie-Lombardi (Chair), Severin Gaudet, Zeljko Ivezic, 

Connie Rockosi, Beth Willman reviewed Science Case & 
Requirements, System Architecture, Operations Concept & 
Requirements, and Schedule

•  Fall 2015 hiring campaign
•  June 2016 San Diego AAS Demo
•  August 2016 Interim Review

–  Lisa Storrie-Lombardi (Chair), Severin Gaudet, Zeljko Ivezic, Ed 
Olszewski, Beth Willman, and Dennis Zaritsky reviewed progress 
and Year 2 plan

•  January 2017 AAS SMASH DR1 and DECaLS DR3
•  Summer 2017 first public release
•  End 2017/Early 2018 DES DR1

8



datalab.noao.edu
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Data discovery
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Data discovery
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Survey data
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SMASH DR1
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SMASH DR1 Data Access

14



SMASH DR1 Data Analysis
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Identifying r-dropouts

16



Identifying r-dropouts
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Discovering Hydra II dwarf
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Discovering Hydra II dwarf
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Automation of workflow
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From Poster 154.25



Coming in 2017

•  Authentication
•  Asynchronous queries and myDB through Query Manager
•  Virtual storage and disk allocation
•  Compute service
•  Feedback?  Visit datalab.noao.edu or contact us at 

datalab@noao.edu
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